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	              In any study we find a relation between its variables, and the desire is to express about this relation between the dependent variable and the independent variables in mathematical form calls regression model and to obtain the prediction equation for the suggested regression model, we have to estimate  the unknown  regression parameters.


          There are tow schools to estimate unknown parameters, the first calls a classical school and the second a Bayesian school where the first school characterized by depending on assumption says that the parameter which we want to estimate have fixed values and not random variables while the second school characterized by depending on a  considered as a random variable and not fixed value .


           To achieve the said objective this research consists of six chapters , the first chapter includes a general introduction and the research objective and the most important prior studies regarding the research subject , while the second chapter  introduce the most important  classical estimation method like  maximum likelihood method  and the mixed estimation method and also this chapter introduces the Bayesian school mode in estimation by depending on different kinds  of prior probability density functions , like informative and non- informative function and natural conjugate function on and the function which depends on successive samples , the third chapter includes a show to the empirical bayes mode in estimation which can be use to estimate the  unknown parameters in case of it couldn’t  have the ability   to formulate the prior information which exist  about unknown parameters in the form of specific probability density function , the fourth chapter of this research depends on a basic point that making  the empirical comparison between classical methods of estimation and the Bayesian methods  of estimation to the linear regression model parameters where this chapter includes an introduction of some general and basic principles about simulation after that simulation experiment was described , then it showed  the results of the simulation experiment that we have obtained  through out running the simulation experiment on computer by using the programs showed  in appendix , the fifth chapter of this research includes an application to what have been showed  of estimation methods  to parameters of the linear regression model in the second and the third chapter by practical form of a real experiment to study the growth behaver for group of some infants though their weights and in depending on one of the growth regression model  which have common use, the sixth chapter includes the most important main conclusions and some of future horizons to develop the work in the study subject and to expand it .


        The most important consultations that come out of this study in the case of depending on a prior information which represent the unknown parameters best representation as follows.

· The estimated regression parameters by mixed estimation method showed a properties better than the properties of the estimated regression parameters by each of maximum likelihood   estimation method and Bayesian estimation method which depends on informative prior probability density function .

· The estimated regression parameters by Bayesian method which depend on natural conjugate prior probability density function showed properties better than the properties of the estimation regression parameters by maximum likelihood estimation method.

· The estimated regression parameters by Bayesian method which depend on prior probability density function   for successive samples showed properties better than the properties of estimated regression parameters by each of maximum likelihood method and empirical bays method.
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